
Deep learning for enhanced ultrasound image reconstruction

Compressed sensing (CS) introduces a signal acquisition framework that goes beyond the tra-
ditional Nyquist sampling paradigm. Under strict conditions on the measurement process and
structural assumptions on signals under scrutiny, CS demonstrates that signals can be acquired
using a small number of linear measurements and then recovered by solving a non-linear optimiza-
tion problem. Many algorithms have been developed to solve such a problem: ADMM, LASSO,
primal-dual. All these algorithms are iterative and involve thresholding operations which depend
on one or several parameters that should be optimized to lead to the best reconstruction.

Recently deep neural networks (DNN) have emerged as an alternative to the classical algo-
rithms leading to very promising results. DNN have been used for different purposes. They
can model the algorithms themselves (LISTA, LAMP) leading to a network where each layer
represents 1 iteration of the algorithm. DNN can also be used as a denoiser on the initial low
quality image leading to very fast reconstructions.

In LTS5, we are using the CS framework in the context of ultrasound (US) imaging. We have
developed a compressed beamforming algorithm which is able to recover high quality images
from less than 30% of the data required by classical methods. However, the proposed framework
suffers from several drawbacks. First, the reconstruction time (between several seconds and
several hours) prevents its use on real time application. In addition, the algorithms depend on
hyperparameters which have to be manually tuned.

Objectives: During the project, the student will explore deep learning methods as a way to
overcome the drawbacks of the current methods. The student will have to:

• Familiarize with deep learning approaches for solving inverse problem.

• Familiarize with compressed sensing and compressed beamforming.

• Choose a deep learning method which can be applied to the problem of compressed beam-
forming.

• Test the approach and compare with the current method .

Requirements: Strong knowledge of signal processing, machine learning, convex optimiza-
tion is a plus. Skills in MATLAB, Python (Tensorflow)
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